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ABSTRACT 
India is a nation of farmers where most population of country is dependent on the crops and agriculture. But poor land 

quality and their composition affect the performance of crops production. Therefore according to the soil chemical 

composition, their categorization required. In order to design an appropriate, efficient and accurate classifier the decision 

tree algorithm is selected for data modeling. Therefore first using the soil composition a dataset is prepared and 

classification algorithm is optimized for accurate classification. The classification algorithm first utilized SLIQ decision 

tree for preparing the decision tree than KNN algorithm is applied on decision tree to extract the rules. These rules are 

optimized further for reducing the number of comparisons during classification. Additionally for justifying the proposed 

rule based solution the presented data model is compared with the traditional ID3 and SLIQ algorithm. The proposed is 

implemented using visual studio development technology and the performances of the algorithms are compared with 

traditional algorithms based on the various qualities of service parameters such as memory consumption, training time, 

search time and accuracy. According to the obtained results the previous algorithm shows 80% accuracy rate compared to 

which implemented algorithm shows 90% of accuracy. 
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I.   INTRODUCTION 

 

India is a developing country and new inventions where 

techniques are developed for promoting business, 

science and research. In this country all most 60% 

peoples are dependent on the agriculture and crop 

productions. That is directly dependent on soil quality 

and their productivity. In this presented work, the soil 

quality and their categorization techniques are 

investigated, which can help farmers of the specific 

regions for getting benefits and can improve the crop 

productions. This chapter provides an overview of the 

presented study and the document organization. Data 

mining is technique or application which is used for 

analysis of large data sets and establishes useful 

classification patterns in input training data sets. In this 

process the similarity between the given data samples are 

calculated and using this calculated relationships the 

classification and categorization task are performed. 

Various techniques of data analysis have used including 

statistical machine learning, natural trees and other 

analysis methods for biological and agricultural research 

studies. For analysis of agricultural data sets having 

various data mining techniques may yield outcomes 

useful for researchers in the field of agriculture. Both 

commercial and research centers had developed data 

mining software applications which have various 

methodologies. These methods have been utilized for 

industrial, commercial and scientific purposes [1].  

Various techniques of data analysis including statistical 

machine learning, natural trees and other analysis tools 

are used for biological and agricultural research studies. 

This research resolute whether techniques of data mining 

could be used to classify soils that analyse large soil 

profile experimental datasets. The research intended to 

start whether techniques of data mining can be used to 

analyse other classification methods by finding whether 

meaningful pattern exists across various soil profiles 

characterized at various research sites. The set of data has 

been gathered from soil surveys at various agricultural 

areas in India. The research has utilized working data 

collected from many commonly occurring soil types in 

order to categorized soils and correlations between a 

numbers of properties of soil. Soil profiles classification 

and characteristics of chemicals are used for preparing 

the soil grading data set. The analysis of these 

agricultural data sets with data mining techniques may 

help to researchers in the soil sciences and agricultural 

chemistry [1].  

The overall aim of the research is to develop and design 

a data model by which soil compositions are identified 

for appropriate crop production and their proper 

utilization in agriculture or construction domains. 

Therefore an optimum classifier is helpful for soil 

properties classification and compares the different 

classifiers and the performance analysis. That advantages 

to agriculture, soil management and environment. 

II.  BACKGROUND 

The most common data mining algorithms and decision 

support systems are neural networks, decision trees and 

logistic regression decision trees. Among these 

classification algorithms decision tree algorithms is the 

most commonly used because of it is easy to understand 

and cheap to implement. It provides a modeling 

technique that is easy for human to understand and 

simplifies the classification practice. 

Decision tree classifiers are used successfully in many 

diverse areas such as radar signal classification, character 
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identification, remote sensing, speech recognition, 

medical diagnosis, and expert systems, to name only 

some. Perhaps, the significant feature of 

Decision tree classifiers are their capability to break 

down a complex decision-making process into a 

collection of simpler decisions, thus providing a solution 

which is often easier to interpret. 

Decision tree is one of the classification methods and 

supervised learning algorithms, supervised learning 

algorithm (like classification) is chosen to unsupervised 

learning algorithm (like clustering) because its prior 

knowledge of the class labels of data records makes 

feature/attribute selection easy and this leads to good 

prediction/classification accuracy. The early decision 

tree algorithms are cls and ID3, improved version of ID3 

is c4.5, it introduced some new methods and functions, 

such as adopting information gain ratio, disposing of the 

continuous attributes, validating the model by k-fold 

cross-validation, and so on mentioned in [3, 4].it has been 

broadly applied in information extraction from remote 

sensing image, disaster weather forecasting, correlation 

analysis of environmental variables, and so on. 

During the process of training,we must find the most 

efficient way to split a set of cases (records) into two 

child nodes in the decision tree algorithm.the most 

common methods are entropy and gini, for evaluating the 

splits.  

The information gain ratio is the base for choosing the 

split attribute of the decision tree in c4.5, for the root 

node of the decision tree, the attribute that has the 

maximum gain ratio will be chosen. When we want to 

construct the decision tree for the training set t, which 

will be divided into n subset in accordance with the gain 

ratio calculated. If all the classifications of the tuple 

contained in sub-set ti are of the same group, the node 

will become a leaf node of decision tree and stop 

splitting. The other sub-set of t which does not satisfy this 

condition mentioned above will be split recursively and 

to construct the branch for the tree as described above, 

until all the tuple contained in the subset belongs to the 

same category. After generating a decision tree, we can 

extract the rules from the tree, and to classify the new 

data set. 

III. ALGORITHM STUDY 

This section represents the algorithm we had studied and 

the basics of the previous algorithm including ID3 as 

well as SLIQ. In addition of that, it also includes the 

enhancement and contributions on exiting classification 

algorithm. 

ID3 DECISION TREE BASICS 

ID3 is a simple algorithm of decision tree learning 

developed by ross quinlan. The primary fundamental of 

ID3 algorithm is to construct the decision tree by 

exposing a top-down, greedy search through the 

specified sets to test each attribute at every tree node. In 

order to choose the attribute that is most useful attributes 

information gain is used. 

To find an optimal way to classify a learning set, what 

we require to do is to reduce the questions asked (i.e. 

minimizing the depth of the tree). Thus, we require some 

function which can compute which questions provide the 

most balanced splitting. The information gain metric is 

like a function. 

Entropy 

In order to define information gain accurately, we need 

discussing entropy first. Let’s assume, without loss of 

simplification, that the resulting decision tree categorizes 

instances into two categories, we'll call them p (positive) 

and n (negative) 

Given a set s, containing these positive and negative 

targets, the entropy of s associated to this boolean 

classification is: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆)
= −𝑃(𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)𝑙𝑜𝑔2𝑃(𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)𝑙𝑜𝑔2𝑃(𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒) 

P (positive): proportion of positive examples in s 

P (negative): proportion of negative examples in s 

Information gain 

As we declared before, to reduce the decision tree depth, 

when we traverse the tree path, optimal attribute has to 

be selected if we need splitting the tree node, attribute 

with the most entropy reduction is the best choice which 

we can easily imply. 

We describe information gain as the expected decrease 

of entropy related to specified attribute when splitting a 

decision tree node. 

The information gain, gain(s, a) of an attribute a, 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑠) −∑
𝑆𝑣
𝑆
𝑋𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣)

𝑣

𝑛=1

 

Notion of gain to rank attributes can be used and where 

at every node is located the attribute with highest gain 

among the attributes not yet considered in the path from 

the root is used to build decision tree. 

Supervised learning in quest (SLIQ) algorithm 

SLIQ is a classifier of decision tree, that can take both 

numerical and categorical attributes it builds compact 

and accurate trees. Pre-sorting technique is used  in the 

tree growing phase and an inexpensive pruning 

algorithm. It is appropriate for classification of huge 

disk-resident datasets, separately of the number of 

classes, attributes and records [20]. 
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Tree building 

Make tree (training data t) 

Partition (t) 

Partition (data s) 

If (all points in s are in the same class) 

Then return; 

Evaluate splits for each attribute a; 

Use best split to separation s into s1 and s2; 

Partition (s1); 

Partition (s2); 

The gini-index is used to evaluate the “goodness” of the 

alternative splits for an attribute 

If a data set t contains examples from n classes, gini(t) 

is given as 

𝑔𝑖𝑛𝑖(𝑇) = 1 −∑𝑃𝑗
2
 

Where pj is the relative frequency of class j in t. After 

splitting t into two subset t1 and t2 the gin index of the 

split data is defined as 

𝑔𝑖𝑛𝑖(𝑇)𝑠𝑝𝑙𝑖𝑡 =
|𝑇1|

|𝑇|
𝑔𝑖𝑛𝑖(𝑇1)

|𝑇2|

|𝑇|
𝑔𝑖𝑛𝑖(𝑇2) 

The first technique implemented by SLIQ is a scheme 

that eliminates the need to sort data at each node it creates 

a separate list for each attribute of the training data. A 

separate list, called class list, is produced for the class 

labels attached to the examples. SLIQ requires that the 

class list and (only) one attribute list could be kept in the 

memory at any time. 

IV. IMPLEMENTATION  

This section includes the implementation strategy and the 

system implementation technology. In addition of that it 

also includes the implemented classes, functions and 

utilized reference classes which are used in system 

design. Finally the gui navigation options for navigating 

the presented system for land classification. 

PROPOSED ALGORITHM 

In order to advance the classification accuracy the give 

algorithm steps are works as: 

1. Call SLIQ algorithm 

2. Build SLIQ rules 

3. For each rule in rule set 

4. Find confidence (rule); 

5. 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = 1 − ∑ √𝑥𝑖
2 − 𝑦𝑖

2𝑛
𝑖=0  

6. If confidence < .5 

7. Remove rule; 

8. End if 

9. End for 

The above given process consumes the SLIQ algorithm 

after data processing using SLIQ algorithm a set of rules 

are generated which is reduced to improve the accuracy 

of the proposed data model, therefore each rules are 

evaluated using KNN algorithm for finding the 

confidence. Confidence is a value between 0-1 and less 

the distance having higher confidence. Thus if a rule set 

having confidence level below then .5 are removed from 

the rule set and it may be a weak set of rules. The entire 

learning and rule reduction process is given using figure 

4.1. Here the given confidence values indicate the 

amount of attributes are matched with the training input 

datasets in terms of distance.  

 

Learning process 

Methodology 

The proposed methodology is based on the decision tree 

assembling technique for improving the classification 

accuracy of SLIQ classifiers. The proposed methodology 

for performance improvement is discussed using 

Proposed Methodology 



[Joshi, 5(1): January-March, 2015]                                                                                   ISSN: 2277-5528 

                                                                                                                             Impact Factor: 2.745 (SIJF) 

INT. J. OF ENGG. SCI. & MGMT. (IJESM), VOL. 5, ISSUE 1: JAN.-MAR.: 2015, 231-236 

 

 

Proposed Methodology 

System Architecture  

This section provides the system design for 

demonstration of the effectiveness of the proposed 

classification algorithm over the traditional techniques 

implemented with the proposed classifier. The proposed 

simulation architecture is given using simulation 

architecture. 

 

Simulation Architecture 

 

V.  RESULT & ANALYSIS 

 

RESULT 

In results the performance of the implemented system. 

Additionally the comparative outcomes are also included 

to justify the presented data model for agriculture land 

classification. 

 

TRAINING TIME 

The amount of time required to develop data model using 

the input training samples are known as the training time. 

 

 BUILD TIME 

CLASSIFICATION TIME 

The amount of time required to classify the input test set 

is known as the classification or search time. 

 

SEARCH TIME 

MEMORY CONSUMPTION  

The amount of main memory required to successfully 

execute the implemented algorithms are known as the 

memory consumption of the system. 
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MEMORY CONSUMPTION 

 

 

ACCURACY 

The amount of test data correctly recognized by a 

classifier is known as the accuracy of the algorithm. 

 

COMPARATIVE ACCURACY 

 

ANALYSIS 

The performance of the implemented system is analyzed 

on the basis of different parameters including 

accuracy(in %),training time(in ms),search time(in ms), 

and memory consumption(in kb).Table shows  the 

performance summary. 

 

 

 

 

 

 

 

S. 

No. 

Algo. 

Parameter 

ID3 SLIQ Proposed 

1 Accuracy (in %) 82.98  82.146 90.548 

2 Training Time (in Ms) 0.218  0.187 0.172 

3 Search Time (in Ms) 0.609 0.500 0.500  

4 Memory 

Consumption(in Kb)  

54840   55768  56412 

 

VI. CONCLUSION 

Data mining is an essential computer application for 

evaluation of huge data and identification of essential 

target patterns over data. Therefore this technique is 

widely accepted and utilized for automated data analysis. 

In this presented work the data mining techniques more 

specifically decision tree algorithms are investigated for 

efficient and accurate pattern extraction from raw data. 

Basically the implemented work includes three keys 

objectives to accomplish.  

1. Therefore first the soil properties are analysed 

on the basis of their chemical composition like 

soil ph,soil texture,soil thickness,soil 

erosion,organic matter etc.those properties are 

helps for deciding effective attributes by which 

the land are classified according to their 

appropriate use. There are only three kind of 

class labels are decided agriculture use, 

construction and none. 

2. After investigation some improvements on 

traditional technique are performed. Therefore 

SLIQ algorithm and ID3 algorithm is 

implemented first and then the promising 

technique SLIQ is improved using knn 

classifier. Additionally the performance of 

classifier is evaluated. Finally for justifying the 

outcomes of the implemented classifier the 

evaluated performance is compared with the 

traditional classification schemes. 
3. According to the evaluated performance and 

given performance summary the implemented 

classification technique provides the efficient 

performance and accurate classification 
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outcomes for soil dataset. Thus the 

implemented classification scheme is adoptable 

as compared to the traditional techniques. 
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